Ben Robinson – Colloquim summaries

Speaker: Chris DiGiano – 10/26/2006

Title: Computer Science Education 2.0

In his talk, Dr. DiGiano addressed concerns about computer science that could be viewed as extensions to the concerns we read about in the ACM’s report about globalization and offshoring.  Computer scientists, as they are currently defined, are no longer as much of a hot commodity in the job market.  The angle Dr. DiGiano takes on this problem is to address possible inadequacies in the training process.  

In particular, the lack of emphasis on using “big-picture”—or “top-down”—procedures to solve computational problems is one deficiency he views as a major factor in the decline of computer science programs around the country.  To change the tide of traditional programs, DiGiano has introduced a new piece of classroom technology (the name of which escapes me) which is very similar to StickyNotes.  Basically what it does is it provides a graphical online learning environment through which multiple users can interact.  More specifically, it acts as an “idea graph” with ideas at the nodes and connections drawn between them.  Overall, this creates an easily navigable framework that students can use to communicate their ideas.  

The idea is that GUI’s like Dr. DiGiano’s can enable the “language-free learning” of computer science fundamentals.  I think this is a good idea because it appropriately addresses the root of the problem in the job market—namely, that people who excel at a specific programming language are easy to come by.  Through the use of GUI information environments like Dr. DiGiano’s, it is easy to imagine that American CS students would be better equipped to meet the rising demand for better communication skills and better abstract problem-solving skill

---------------------------------------------------------------------------

Speaker: Jim Martin – 11/9/2006 

Title: Towards Robust Deep Semantic Analysis

Professor Martin’s talk brought up the important point of whether it is reasonable to evaluate an unsupervised NLP algorithm using the same corpus on which it was trained.  The obvious problem would be that tweaking a system to optimize its performance on a single corpus could weaken its performance on other corpi.  By insisting on training and testing his algorithms on different corpi, Martin presents for himself a problem more challenging than other researchers in his field seem willing to address, but ensures that his results will be more meaningful.

And despite the challenge, he did get some results.  The function of his algorithm is first of all to identify semantic arguments and secondly to classify them into types.  In the first task the algorithms performed remarkably well: I remember hearing the figure 90% mentioned in connection with the success rate.   In the second task, I don’t think any very impressive figures were touted.  But classifying semantic arguments is a very hard problem at the core of NLP.  What it amounts to in layman’s terms is characterizing words or groups of words as arguments to verbs, like agent or patient for example.  But there are many, many categories, as Dr. Martin mentioned.  (And, he observed facetiously, more seem to appear with each new study.)  

Still, the 90% figure is impressive, especially considering the corpi on which the algorithms were trained and tested.  One of them was a pre-parsed version of the Wall Street Journal.  The other was something called Brown, presumably of a similar difficulty level.  Not too many people can make sense of the WSJ, so that a machine can do as well as Dr. Martin’s algorithm is quite amazing.

