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Assignment #11: Envisioned PhD Thesis

Automatic translation between natural languages can be accomplished by building models to translate from one language to another.  There should be a way to translate between varieties of different languages.  The system for producing translation models should be flexible and quick to produce, to allow new languages to be added.

One possibility for accomplishing this is the metalinguistics approach: create a new intermediate language to use in all translation tasks.  Once the Metalanguage has been defined, adding a new language to the system only requires producing two new models for translation between the new language and Metalanguage, and vice versa.  However, previous attempts at defining a universal Metalanguage have failed; most current workable translation systems have a model for every possible mapping between all languages in the system.

Not defining a Metalanguage saves the time that would be used in hand-coding a language that accounts for every possible feature of natural languages.  However, producing models to map between every possible language is also not trivial.  I propose using an unsupervised training system that would take text from one language and compare it with the same text translated into another language, in order to induce the grammar of translation between these two languages.

An unsupervised translation model trainer could automatically build models for translation between languages, as long as there are corpora of translated text.  I intend to investigate the possible methods for producing accurate translation grammars from translated corpora, as well as techniques for using small corpora or producing a “chained” model by combining models for language A->B and B->C to form A->C, because there are few or no translation corpora for some language mappings, especially for mappings between obscure or highly unrelated languages.

