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Statistical methods in natural language processing have become significant as the nature of text is becoming increasingly dynamic and its size grows exponentially. They provide an objective formulation to model languages flexibly and adaptively. Language can be modeled on several linguistic levels, - phonetic, orthographic, morphologic, syntactic, semantic and pragmatic levels, ranging from acoustics to intentions. These models enrich our knowledge of reasoning about how the human mind – a nonpareil classifier, filter and inference engine – learns stores and operates upon all the data it is constantly fed, including this proposal. I want to address in a completely unsupervised framework. 
Several statistical approaches to understand how the human memory system stores, retrieves and resolves the information stream in order to reason with meaning, predict related concepts and disambiguate words have been proposed. There is a general consensus that word context is a driving factor in such tasks and several models have been shown to explicate performance at par with human beings on memory tasks associated to semantic retrieval.

I am working on extracting features using latent component assumptions in such generative frameworks to for better representations capable of explaining grammar induction and capturing semantic context as a cognitive model of meaning. 

