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In my opinion, the article (“Why the future doesn't need us,” Billy Joy) sends a strong message of caution about the future.  Although Bill Joy has spent his career (most his life) in the development of software systems, he seems to have taken a step back in his enthusiasm for the future of technology.  Frankly, he seems a bit scared of it all.

I agree with a few of his points... namely, that technology has been used with disastrous (or at least, unfortunate) results throughout human history.  I do believe our technological advances have done more good than harm, but we've had our share of mistakes, due largely to greed, the thirst for power, and the laws of unintended consequences.  There's no reason to believe we won't continue to do so.

But his views strike me as excessively alarmist.  He seems to think we're on the brink of destruction (with our impending development of new 'GNR' technologies), and we must take extraordinary care to ensure we don't push ourselves over this precipice.  Perhaps I am an optimist, but I have a much stronger belief in the adaptability of the human race than I have in the strength of our technology.  I believe the technology is a tool for our use, and frankly, I don't see it becoming smarter than us anytime soon.  Bill Joy hints at this several times, including a refreshingly honest statement that “the fragility of the systems I have worked on certainly humbles me.”  When he speaks of the future capabilities of our technologies, he rarely speaks in anything more than vague, fanciful terms... “The coming advances in computing power seem to make [autonomous, intelligent, replicable agents] possible by 2030.”  Computer Scientists were saying similar things about new Artificial Intelligence agents they'd built in 1960... it later turned out to be much more difficult than they'd anticipated.  Such talk is nothing new.

I am, of course, dodging the main point.  I suppose (if I had to choose), I'd categorize myself as a “techno-optimist” (“utopist” is far too strong a word).  I think things will continue to get better for quite some time.  We will make mistakes (more than a few), and we will learn from them, but I hold little worry about armies of “gray goo” nano-robots running out of control and squeezing-out the earth's biosphere in a self-programmed thirst for replication.  That presumes an awful lot about our technological capabilities, and frankly, I don't think we're nearly as close to that as Bill Joy would like to think we are.  History turns in cycles.  We may very-well someday implement nano- or bio-technologies with catastrophic results, much like we did with nuclear technologies at the end of WWII.  But we'll learn from it, pick ourselves up by our bootstraps (those of us left, if I'm lucky enough to survive it), and carry on, same as we always have.  Until, of course, something new comes along.

