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This article describes the views of Bill Joy, co-founder of Sun Microsystems, and his awakening to possibility of unintended consequences associated with genetic engineering, nanotechnology and robotics (GNR).  The use of “his awakening” is deliberate as he is not the first to be troubled by these ideas, and certainly not the last.  He begins by discussing the threat of robotics to the species, then briefly genetic engineering, and finally nanotechnology in terms of the “gray goo” scenario.  Interestingly, the essay’s discussion begins with an essay by Kaczynski (aka The Unabomber), which postulates a world in which the development of intelligent machines are in fact possible and then discusses different scenarios in which they end up dominating or replacing the species.  From this he makes the leap to include engineered organisms and so called nanobots, concluding that as a species we are powerless should the technology to create them come into being.  The essay is concluded by several pages of argument that we as “technologists” should not dodge our responsibilities as the world did with atomic physics.

Before I address the article, I should briefly describe my views on technology and society.  First while I used to be in the techno-libertarian and, “technology shall save humanity,” camps, I have shifted to a more human centric view.  In general I have returned to the view that applied sciences are neutral in nature and believe that our problems are social problems.  Sure technology can have gender biases and widen digital divides, however I now of the mind that these are in the bulk social constructs.  There is an entire field to the study of these interactions, Science and Technology Studies.  Further at this point I believe the genie is out of the bottle in regards to the mass destructive capabilities of applied sciences.  One key phrase I remember being discussed in my family (one of my grandfathers was a high energy physicist) was that the truly difficult problem is building an atomic bomb was not anything material; the key is in simply knowing that it was possible.   So I am neither a techno-utopist (though I was), nor a techno-pessimist.  My interests are in raising the average level of education and at some point exploring the implications of steady-state economics and social order.

Joy makes many arguments in this essay, however there are two underlying premises that need exploration before the other arguments can be addressed.  First, is the underlying robotics premise and the promise of technology – even with additional computational power it seems unclear that thinking machines with a capacity similar to ours will ever come into being.  Second, and very bluntly this essay is addressed at those members of society with relatively high levels of education, yet the bulk of population will most likely find this essay inscrutable.  This second point I find interesting as in the initial block-quote by Kaczynski, control of the masses by the elite is discussed as a future coming event, rather than an event that is here today.

Considering the robotics argument, I have to question whether the growth projections he foresees as being practical.  Less than a decade later we have reached the point where we are encountering extreme difficulties in pushing the processing power of single processors further, memory access speeds cannot match processor performance, and inter-processor communication is expensive due to synchronization costs.  At present the field of machine learning and artificial intelligence is still very immature as there are no solid heuristics to guide a researcher on which machine-learning algorithm will perform best on a given dataset.  Turning to the genetic engineering argument, of course there is danger is altering organisms; there is great danger in even transplanting an organism from one ecosystem to another (e.g. kudzu vine in the south).  Further he doesn’t define what is meant by genetic engineering, given a realistic interpretation we’ve been genetically engineering plants since the dawn of agriculture.  Can one be certain that our old technique were any safer than our new ones?  I am slightly more inclined to believe his nanotechnology fear, however I am resistant due to the basic fundamental engineering problems, specifically heat dissipation.  

Overall I find this essay, while superficially interesting, to be a more troubling from an academic perspective than it is worth.  Joy is certainly not the first to have argued for caution in the pursuit of applied sciences.  Carson (Silent Spring, 1962) comes to mind as having raised the call of warning on the use of applied sciences to control the environment – viewed often as the founding mother of the modern environmental movement – and applied sciences in general.  Berkeley (Giant Brains or Machines that Think, 1949) dedicated an entire chapter of his book to the dangers of robotics.  In 1991 Lansing released a book titled, “Priests and Programmers: Technologies of Power in the Engineered Landscape,” in which he describes the unintended consequences of mono-cropping with genetically engineered crops. Even the National Academies have been participating in this discussion since well before this essay (On Being a Scientist 2nd Ed, 1995 – 3rd Ed in progress).  The lack of analysis and rigor offered by other authors, past and present, makes his argument weaker.

In conclusion, as individuals we should certainly be aware of the implications of our work.  I argue that as individuals we all need to become educated in learning to look at the potential outcomes of the work others do as well as our selves.  As a society, I believe that our educational program needs to be strengthened for everyone, and for anyone in higher education there needs to be a focus on social order.  Specifically engineers and scientists should have a large component of non-engineering classes in their education.

